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Abstract — In this paper, we propose a novel depth up-
sampling method by residual interpolation (RI) that uses
both a low-resolution depth map and a high-resolution in-
tensity image. Our method is an application of the RI to
depth upsampling, where the upsampling is performed
in a residual domain following its success in the field of
image demosaicking. Experimental results demonstrate
that our method preserves the sharpness of depth discon-
tinuities and outperforms existing well-known methods
such as joint bilateral upsampling and guided filtering.

1 Introduction
The estimation of an accurate depth map is a highly-

demanded task in many fields including computer vision and
robotics. Various types of the depth map estimation systems
such as a stereo camera, a laser range scanner, and a time-
of-flight (ToF) sensor, have been designed. In particular,
the ToF sensor is becoming increasingly popular after it is
adopted by the Microsoft Kinect v2 sensor. Nevertheless, an
inherent limitation of resolution for the obtained depth map
keeps it away from various practical applications.

There is high demand to enhance the resolution of an
acquired depth map. The enhancement algorithms can be
roughly divided into two categories according to whether a
high-resolution (HR) intensity image is used as a guide or
not. In this paper, we focus on the case that we can involve
the HR intensity image. One pioneer work in this category is
the joint bilateral upsampling (JBU) [1] that applies the bi-
lateral filter to the low-resolution (LR) depth map under the
guidance of the HR intensity image. A guided filter (GF) can
be also applied to the depth upsampling with the HR guide
image as well as the joint bilateral upsampling.

In this paper, we propose the intensity guided depth up-
sampling method by residual interpolation (RI). The RI is
a technique that has been originally proposed for image de-
mosaicking [3, 4]. Following the success of the RI in im-
age demosaicking, our method performs the upsampling in
a residual domain, where the residual is defined as a differ-
ence between a tentatively estimated HR and the input LR
depth values. The tentative estimate of the HR depth map
is generated from the HR intensity image. In experiments,
we demonstrate that our method preserves the sharpness of
depth discontinuities and outperforms the JBU and the GF in
terms of both quantitative and qualitative evaluations.

2 Proposed method
Based on the idea of the RI, the proposed method upsam-

ples the input LR depth map in the residual domain, where
the residual is defined as the difference between the tenta-
tively estimated HR and the input LR depth values. Fig-
ure 1 shows the overall processing pipeline of our proposed
method via the RI for the ×2 upsampling operation. First, the
tentative estimate of the HR depth map is generated from the
HR intensity image by upsampling the input LR depth map.

Second, the residuals are calculated by subtracting the ten-
tatively estimated depth values from the corresponding input
depth values. Then, the residuals are interpolated. Finally,
the tentative estimates are added to the interpolated residu-
als to obtain output HR depth map. Our method is motivated
from the fact that the residual map becomes flatly smooth
when there is a correlation between the intensity guide im-
age and the depth map, and that the smooth condition of the
residual map generally improves the performance of the in-
terpolation.

In the first step, we use the GF [2] for the upsampling oper-
ation to generate the tentative estimate of the HR depth map.
The GF reconstructs the tentative estimate as a local linear
combination of the intensity guide as

ti = akIi + bk, ∀i ∈ ωk, (1)

where ωk denotes a local image window centered at the pixel
k, i represents a pixel location in the window, ti is the tenta-
tive depth value, and Ii is the pixel value of the HR intensity
guide. The local linear coefficients (ak, bk) are calculated by
minimizing the following cost function.
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where IMi is the pixel value of the masked HR intensity guide
and pi is the corresponding LR depth value. The second term
is a regularization term and ε is a regularization parameter.

Now, there are multiple values per a single pixel by the
overlap of each local linear approximations. Instead of uni-
formly averaging them as in [2], we introduce a weighted
averaging of the obtained linear coefficients as
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where the weight is determined by the cost of the GF as
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where δ is a threshold parameter to avoid division by zero.
The tentative HR depth map is finally calculated as

tk = ākIk + b̄k. (5)

After generating the tentative estimate, the residuals are
calculated and interpolated. Although our method can in-
clude any sophisticated interpolation algorithms, we use the
bicubic interpolation here for its simplicity. Finally, the out-
put HR depth map is obtained by adding the tentative esti-
mate to the interpolated residual map.
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Fig. 1 The overall flow of our proposed method.
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Fig. 2 The visual comparison of ×8 upsampled depth maps. (RMSE values in the above images are calculated on those clipped area.)

3 Experimental results
In experiments, the performance of our method1 is evalu-

ated for the upsampling operation with the scaling factor = 2,
4, 8, and 16 on the Middlebury benchmark dataset [5] used
in [6]. The input LR depth map was synthesized by subsam-
pling the ground-truth HR depth map after Gaussian blurring.
We iteratively performs the ×2 upsampling operation when
the scale factor is larger than 2. The window size and the
regularization parameter ε in (2) are set to 5×5 and 0.001,
respectively.

We compare our method with bicubic interpolation, the
JBU [1], the GF [2] and the GF with the weighted average
in (4). Table 1 shows the average RMSE errors of three im-
ages, namely Art, Books, and Moebius. One can see that
our method yields the lowest RMSE errors at all upsampling
scales. Figure 2 shows the visual comparison of upsampled
depth maps at a snippet of Art. In the three sticks in the
front, one can see that our method can correctly reconstruct
the depth values compared with the others. Our method can
also suppress some kind of bleeding artifacts that bicubic in-
terpolation yields.

4 Conclusion
In this paper, we have proposed the novel depth upsam-

pling method by the RI that uses both the LR depth map
and the HR intensity image. Our method performs the up-
sampling in the residual domain, where the residual is de-
fined as the difference between the tentatively estimated HR
and the input LR depth values. The tentative estimate of the
HR depth map is effectively generated from the HR inten-

1http://www.ok.ctrl.titech.ac.jp/res/DSR/RI.html

Table 1 The average RMSE on the Middlebury dataset.

Scale
factor Bicubic JBU [1] GF [2] GF+ wei. Proposed

×2 1.878 1.915 2.101 1.820 1.793
×4 2.421 2.519 2.915 2.197 2.111
×8 3.372 3.463 4.187 3.153 2.852
×16 4.888 4.981 6.051 4.707 4.197

sity image. The experimental results demonstrate that our
method outperforms the JBU and the GF, which are well-
known depth upsampling methods, in terms of both quanti-
tative and qualitative evaluations.
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